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Abstract

The assessment findings of an international software house, MIO Ltd, are briefly presented. Based on these findings the MIO metrics program is launched in the context of a product and process improvement plan. MIO is a fictional company characteristic of many software development organizations. Using examples from  real life case studies we show how MIO designed their Software Development Management Dashboard. Several recommendations are provided to managers who face the challenge of improving software products and processes.

1. Introduction


Software developers are entering the age of competition. Customers expect to get software products that work without defects, that meet and even exceed their needs and expectations, and all this within continuously shrinking time frames. In order to reach these goals, software development managers face the major challenge of improving products and processes. This report will describe lessons learned from actual experience accumulated by the authors while working, as consultants, with several companies that decided to meet this challenge. The emphasis, here, will be on the quantitative methods that have been implemented, on the data that these companies collect and analyze, and on the metrics they routinely report. In order not to disclose company private information the reader will be introduced to a fictional company called MIO Ltd. It is important to stress that MIO and the people who work at MIO do not really exist, they represent an aggregate picture that is typical of the industry. One can find many companies similar to MIO within organizations developing shrink-wrap software, embedded software or special purpose projects (see 1, 2, 4).


MIO develops and supplies sophisticated systems that operate on different platforms. MIO's products are distributed worldwide through local distributors with new versions coming out almost every year. Recently, MIO has been facing severe set-backs. Their new product is delayed by almost a year and competitive pressures are building up. Traditional customers began looking at alternative products with better and more reliable performance. MIO's  management decided to take a proactive role and perform an internal assessment with the help of an outside consultant. This was considered a necessary first step in their plan to improve software products and processes. The next section is based on notes typically taken during such an assessment. Subsequent sections will put MIO in the context of the SEI database and then describe how MIO  implemented a metrics program. The last section provides a synopsis with basic recommendations to managers who decide to personally meet the challenge of improving software products and processes in their organizations.

2. Assessment Visits at MIO Ltd.


We join the assessment team in three typical assessment meetings. The purpose of such meetings is to provide the assessment team with sufficient understanding about the methods used by the software division at MIO. The information gathered by the team, the examples provided by MIO personnel and the experience of the assessment team will be used to compose the assessment report which will allow MIO's management to launch specific action plans.

Minutes of meeting with Bob Roodman, MIO's quality manager: Bob discussed some of the tasks he is currently responsible for. Specifically he focused on the monthly error reports that he had to produce. The process is as follows: Each MIO system accumulates and collects error conditions that occur while being in use. Once a month, the errors that were recorded during the month are downloaded by MIO distributors and E-Mailed to MIO headquarters for processing and reporting. The process of downloading the errors was not explained, but it is assumed to be a manual process. The files from all the sites for which Bob is responsible are processed when received. This process includes the following steps:

 Data loading - in this step error data from each system is loaded into a special purpose application developed with a 4GL application generator.

 Report generation - Once the data is loaded, error reports are generated for each MIO system version. In addition, a summary report is generated, by distributor, and for all the newly installed systems. The report formats are pre-defined and contain both tables and graphs.

 Interim report distribution - Bob explained that certain distributors require that the generated reports be faxed to them as soon as possible, even prior to completing the statistical analysis.

 Final report distribution - When the reports are completed they are disseminated according to a fixed distribution list that includes management and technical leaders.


Bob indicated that there are plans to automate this process whereby error data will automatically be collected via modems with minimal human intervention. When the new process is implemented the time required to produce the reports will be significantly shortened. Another area of concern is the lack of ability to isolate and filter out errors that were recorded during scheduled maintenance or training sessions. Currently, this type of data must be removed manually, which is a time consuming process and susceptible to additional human errors. 


There are several questions related to the entire process, due to time and schedule constraints the assessment team did not have the opportunity to present and discuss these questions with Bob. The following are the issues that will have to be discussed in future meetings with MIO personnel:

a.
Are there any additional processes that analyze the errors, their source, their 
cause, etc. ?

b.
Is there a process for tracing the errors reported and establishing their ultimate 
disposition and resolution ?

c.
Is there any interface between the error reporting and software maintenance 
and software development teams ?

d.
Is there a policy for error data retention and/or disposition ?

Minutes of meeting with Pat Stein, sales support specialist: Pat indicated that the ABC company, the largest client in his territory, has thirty five MIO systems with another six on order.  ABC collects statistical data on the performance of these systems. According to specifications of the MIO system, the Mean Time Between Failure (MTBF) is 5,000 hours. However, in reality the MIO systems operate with an average of  approximately 3000 hours (MTBF). At some point in time MTBF was even lower. Pat explained how he completes problem reports after each service call including his personal approach to investigate the problem and determine the appropriate disposition. The documentation provided with the MIO system was not always comprehensive enough so that he made many decisions on his own. Pat also described how ABC was becoming more demanding with questions such as: What will be done by MIO in order to prevent the latest problem from reoccurring?


In order to better understand the problems experienced by ABC, the assessment team decided to analyze, in depth, software error data recorded in trouble report forms. This required a manual pre-analysis of the problem reports in order to isolate and classify errors resulting directly from software related problems. The findings from this statistical analysis were incorporated in the assessment report.

Minutes of meeting with Art Godambe, MIO's software development manager: The meeting with Art was to confirm several details on the organization chart of the software department and to summarize several issues that were explored by the assessment team during the previous two meetings. Art described that in his view the main problems in the software development process are:


Schedules

The development of schedules was very difficult for the new system version. The development team had to estimate development activities in a new environment. The lack of experience with the new development tools and the new development environment resulted in major errors in the time estimates. In addition, Art indicated that currently, there are no procedures or tools for collecting detail time records by specific activities. The availability of such records could be used for developing more accurate time estimates in the future, and for comparing and reporting current plans to actual time schedules.


Definition of test and baselines for software versions

Art explained that the most critical issue in releasing a new software version is the verification of the MIO system performance. This is essential to the users because they must have confidence that compatibility of the MIO system is strictly enforced between software versions. Another area of concern to Art, is the integration of new software versions. Currently, there are no formal procedures to ensure that all the components that should be included in a particular version are indeed included in it. He also said that he is looking for ways to develop testing procedures that will cover as many conditions as possible to ensure that most (and hopefully all) bugs are detected prior to releasing a version.


After these interviews the assessment team compared notes and discussed a) what they heard and b) what were the consequences of what they heard. The team then prepared the following preliminary findings:

SYMBOL 183 \f "Symbol" \s 15 \h
Customers problem reports are being actively collected and analyzed. This provides MIO with an opportunity to fix and follow up on customer complaints. The generated reports, however, are not used effectively and several issues with the process need to be addressed.  

SYMBOL 183 \f "Symbol" \s 15 \h
Undocumented and incomplete test plans, policies and procedures create uncertainty in the ability of MIO to deliver properly working software versions

SYMBOL 183 \f "Symbol" \s 15 \h
Inadequate schedule and work effort estimation procedures and project plans make the planning and control of software development tasks difficult and chaotic

SYMBOL 183 \f "Symbol" \s 15 \h
Lack of formal configuration management makes the generation of new versions a high risk operation with no management visibility of what is actually being shipped out to customers

SYMBOL 183 \f "Symbol" \s 15 \h
The data accumulated by MIO on software products and processes is not effectively used by management. The assessment team recommended setting up a Software Development Management Dashboard. The dashboard is a graphical display of metrics measuring dimensions identified as critical to MIO by management. It is used in management and technical meetings to identify areas for improvement and track progress towards targets and goals.

These findings make MIO very typical of software development organizations. The next section provides statistics derived from the SEI database that support this claim.

3. Positioning MIO in the Context of other Software Organizations


In order to position MIO Ltd. in the context of other software companies we refer to the Capability Maturity Model (CMM) developed by the Software Engineering Institute (SEI). The model distinguishes between organizations using 5 increasing levels of maturity and 18 Key Process Areas (see 2). The higher you are on the maturity ladder, the more you can guarantee completion on time of properly working products or, in other words, the lower the development risks. The initial level is characterized by ad-hoc heroic efforts of project managers working in an environment with no project plans, no schedule controls, no configuration management and mostly verbal undocumented communication. Going up the maturity ladder involves establishing proper project management systems, institutionalizing organization wide mechanisms and establishing sound engineering disciplines. The following table lists the 18 Key Process Areas (KPAs) characteristics of the five maturity levels. The SEI database includes findings from 261 assessments performed in recent years in a variety of US based companies. 74% of assessed organizations, like MIO Ltd. are in the process of moving from the initial level 1 to the repeatable level 2. 16% are in the process of moving from level 2 to level 3 and only 8% were recognized as being at level 3.

Table 1: Key Process Areas by CMM Maturity Level and activity domain
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The next section describes how MIO determined the appropriate metrics required to support their plan to move from the initial level 1 to the repeatable level 2.

4. Launching the MIO Metrics Program


After discussing the assessment findings, MIO's management decided to focus improvement efforts in three areas:

SYMBOL 183 \f "Symbol" \s 15 \h
Project Management

SYMBOL 183 \f "Symbol" \s 15 \h
Requirements and Configuration Management

SYMBOL 183 \f "Symbol" \s 15 \h
Quality Assurance: 


In order to support these efforts a metrics program was launched. The objectives of the program were to supply the teams working in the three areas singled out by management with quantitative information. Some of these metrics are included in the Software Development Management Dashboard.  Examples of data and metrics used  by MIO include:

Project Management- Development schedules, staffing levels, project size, time to close problem reports, number of closed and open problem reports.

Requirements and Configuration Management- Requirements maturity index, requirements volatility index, fault density, test coverage.

Quality Assurance- Classification of anomalies listed in problem reports, classification of investigation results, Classification of action taken, disposition classes of problem report, Pareto analysis of software anomalies, software reliability estimates (see for example 3, 5, 6). A sample management dashboard is provided as an appendix.

5. Synopsis and Recommendations


Software development is an abstract activity typically carried out by individuals that work best on their own. However, successful software products require documentation, testing, quality assurance and proper understanding of customer requirements. This requires team work and an engineering approach to software development. MIO is still struggling in its effort to climb the maturity ladder but it has determined both a starting point and a direction. In order to improve software products and development processes, management needs both. Metrics and quantitative information play a crucial role in supporting improvement efforts. The MIO Software Development Management Dashboard is playing the role of a management compass. Our recommendations to software managers interested in meeting the competitive challenge are simple:

 Find where you are, determine where you want to go and use a compass to get there
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Sample Software Development Management Dashboard
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